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ARTICLE INFO  ABSTRACT   
  

 
 
 

Sugarcane pest and disease detection consider techniques in precision agriculture that would not only 
be expected to maintain the crops' health but even improve their yields. This research proposes 
assessing the various detection algorithms for their efficiency in detecting and classifying sugarcane 
diseases, including Deep Learning (CNN, ResNet, YOLO), Machine Learning (SVM, Random 
Forest, K-NN), Image Processing, and Hybrid Approaches. A trend study examining 2020 to 2024 
shows that the response to research between these years will sharply increase; deep learning is the 
methodology because of its high accuracy and real-time detection measures. However, machine 
learning and hybrid models contribute to good classification and predictive modeling levels. 
Performance evaluation is based on accuracy, precision, Recall, F1-score, computation time, and 
Robustness, showing a trade-off in model accuracy and computational efficiency. Dataset size vs. 
accuracy shows that while increasing data size improves performance in early measures, the returns 
will diminish beyond a threshold effect and further emphasize the quality and diversity of the dataset. 
In compliance with the above, such systems ought to be developed in consideration of better model 
architecture for improved database standardization and optimizations in computation, paving the way 
for much-enhanced precision farming.  
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INTRODUCTION 
 
Sugarcane is one of the most economically significant crops 
globally, serving as a primary source for sugar, ethanol, and 
biofuel production (Singh, S. K et al., 2019). However, its 
cultivation faces significant challenges due to pests and 
diseases that can significantly impact yield and quality (Mehdi 
F et al., 2024). Traditional methods for detecting sugarcane 
diseases rely on manual inspection, which is labor-intensive, 
time-consuming, and often inaccurate due to human 
limitations (Somard et al., 2021). The growing need for 
efficient, scalable, and automated solutions has led to adopting 
advanced technologies such as machine learning, deep 
learning, and image processing for real-time pest and disease 
detection (Vijendra Kumar et al., 2024). With recent 
developments in deep learning architecture, such as CNN, 
Yolo, and Res Net, it has achieved impressive classification 
and detection accuracy of sugarcane diseases by extracting 
complex patterns from image datasets (Militante et al., 2019;  
 

 
Vilar-Andreu et al., 2024). Meanwhile, Support Vector 
Machines (SVMs), Random Forest, and K-Nearest Neighbors 
(K-NN) are some of the machine learning models commonly 
used in predictive modeling and early-stage disease 
identification (Gupta et al., 2024; John et al., 2021). Also, 
hybrid approaches with two or more different techniques have 
improved performance from synergistic effects (Sumaira et al., 
2024). Automated methods such as the one mentioned enhance 
the efficiency of disease management for agriculture and 
promote precision agriculture—in other words, the controlled 
use of pesticides to avert financial loss (Tudi et al., 2021). Pest 
control using traditional methodology can contribute to 
Sustainable Development Goal 13, Climate Action—clearing 
the chemicals from the soils, polluting the waters, and emitting 
greenhouse gases due to excessive application of chemicals. 
Treatment through AI-enabled monitoring systems is meant to 
apply such chemicals with high precision and optimize 
possible farming aspects to positively influence the 
environment and its environmental footprint. Thus, AI 
adoption also contributes towards achieving SDG 15 (Life on 
Land) in that it protects biodiversity, helps minimize adverse 
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effects on non-target organisms, and maintains a healthy 
balance within the ecosystem by reducing chemical impacts. 
This research will look into finding the relevant model 
concerning AI technology as applied in different detection 
models to monitor sugarcane regimes of pests and diseases in 
real-time. The methods employed for this research are data 
collection, preprocessing, and comparative analysis of 
different machine learning algorithms. This study thus seeks to 
contribute to building precision agriculture that enables 
farmers to improve productivity and sustainability through 
informed data-backed solutions. This also addresses the local 
issues of urgent agricultural concern and considers the broad 
normative context of global efforts directed towards redefining 
food production systems along the lines of efficiency, 
sustainability, and resilience. This study aims to investigate 
the development of Sugar Cane Pest and Disease Detection 
and modeling algorithms while tracing the evolution of 
methodologies and assessing their advantages and 
disadvantages. More importantly, the research seeks to utilize 
insights gained from analyzing existing gaps and opportunities 
to develop future technologies that are more effective and 
inclusive in assisting farmers. Notably, the study has 
embarked on identifying the most popularly applied 
algorithms in a model for detecting pests and diseases in 
sugarcane and comparing them in terms of strength and 
weakness concerning accuracy, efficiency, and scalability. 
Further, the study explores the efficacy and comparison of 
different algorithmic approaches, focusing on their 
performance metrics, computational efficiency, and 
applicability in the real world. It considers the research trends 
from 2020 until 2024, highlighting the growing amicability of 
deep learning-based solutions. Another area that this study 
would look at is the survey of dataset size about model 
accuracy from observation; it would give a diminishing index 
of return when the datasets surpass a given threshold size the 
datasets surpass a given threshold size. This study aims to 
provide practical insight into developing possible future 
scalable, accurate, and efficient detection models for 
sustainable and data-driven agriculture. 
 

METHODOLOGY 
 

The principles of a Systematic Literature Review (SLR) guide 
this study's methodology for thoroughly and objectively 
identifying, evaluating, and synthesizing relevant research on 
sign language modeling algorithms. The process starts by 
defining key research questions, such as identifying the most 
commonly used algorithms, understanding their strengths and 
weaknesses, and tracking their development over time. A 
predefined review protocol was established before the review 
to maintain reliability and repeatability. Thus, the protocol 
defined inclusion criteria for peer-reviewed journal articles, 
conference proceedings, and patents concerning sign language 
modeling algorithms. Studies were excluded for being non-
English, having significant technical depth deficiencies, or 
being considered unreviewed gray literature. The review spans 
publications from 2000 to 2023, capturing historical 
advancements and recent developments. Relevant search 
queries included keywords such as "sugar cane pest detection," 
"sugar cane disease identification," "machine learning for pest 
detection," "AI in agriculture pest control," "image processing 
for plant disease detection," "precision agriculture pest 

management," "deep learning for crop disease monitoring," 
"remote sensing in plant disease detection," "automated pest 
detection in sugarcane," "crop health monitoring using AI," 
"algorithm performance in pest detection," "comparative 
analysis of pest detection models," "sustainable pest 
management in sugar cane," and "smart farming pest control 
techniques."  
 
Literature Search: This procedure used literature searches 
across academic and technical databases, including IEEE 
Xplore, ACM Digital Library, SpringerLink, Scopus, and 
Google Scholar. Advanced search queries with Boolean 
operators like ("Sugarcane" OR "Saccharum officinarum") 
AND ("pest detection" OR "disease detection") AND 
("machine learning" OR "deep learning" OR "AI") well-
designed to produce extensive coverage of any relevant 
literature.  The selection process began with title and abstract 
screening to filter out irrelevant studies based on predefined 
criteria, followed by a full-text assessment to determine the 
relevance and methodological quality of the remaining studies. 
To ensure rigor, quality assessment metrics—such as clarity of 
objectives, methodological soundness, and alignment with the 
research questions—were used to score and evaluate each 
study. 
 
Data Extraction: Gathering relevant research studies, 
datasets, and algorithms on sugarcane pest and disease 
detection from university journals, conference proceedings, 
and agricultural databases. The process begins with scoping 
the research, identifying keywords, and applying the inclusion 
or exclusion criteria to select the studies concerned with AI, 
ML, or image processing-based detection of sugarcane pests 
and diseases. Those selected studies are then analyzed 
according to the following parameters: algorithm types, 
dataset characteristics, evaluation metrics, and performance 
outcomes. The extracted information is then synthesized to 
compare and assess effectiveness, limitations, and 
developmental trends to inform their suitability for precision 
agriculture applications. 
 
Validation: Involves the assessment of the algorithms 
concerning performance measurements, using benchmark 
datasets and cross-validation techniques when conducting the 
actual field tests. The collected datasets are initially 
preprocessed and divided into training and testing parts to 
conduct an unbiased evaluation model. However, some 
common mechanisms include k-fold cross-validation, 
confusion matrix analysis, and statistics performance metrics 
like accuracy, precision, Recall, and F1 score in addition to the 
area under the curve. The models are also evaluated for 
Robustness and generalization through different environmental 
conditions. Compared with existing algorithms, its limitations 
were improved, and possible adaptations to the agricultural 
environment were explored. These algorithms finally passed 
expert validation from domain specialists and farmers for 
practical applicability and reliability before large-scale 
application. 
 

Reporting: The PRISMA (Preferred Reporting Items for 
Systematic Reviews and Meta-analyses) reporting procedure 
included the results with a detailed flow diagram of the review 
process and very comprehensive tables that summarize 
findings. This structured approach builds a solid basis for 
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analyzing sugarcane pest and disease detection modeling 
algorithms and adds valuable insights for the field. 
 

 
 

Figure 1. PRISMA flowchart summarizing the systematic 
literature review process 

 

RESULTS AND DISCUSSION 
 

This systematic literature review (SLR) reveals critical 
insights into algorithms' evolution, effectiveness, and 
limitations for detecting pests and diseases in sugarcane. The 
findings categorize algorithms based on key themes—
algorithm types, dataset characteristics, evaluation metrics, 
and application contexts—while highlighting their strengths 
and weaknesses, particularly in early versus late-stage 
detection. This thematic breakdown provides valuable insights 
for developing robust, stage-specific detection systems. Below 
are the synthesized results: 
 
Figure 2 illustrates the growing research interest in sugarcane 
pest and disease detection from 2020 to 2024 and the 
distribution of algorithms used in these studies. The line graph 
shows a significant increase in studies over the years, rising 
from 4 studies in 2020 to 31 studies in 2024, indicating a 
growing focus on this field. The bar chart highlights the 
dominance of Deep Learning (CNN) with 56 studies, followed 
by Machine Learning (19 studies), Hybrid Approaches (17 
studies), and Image Processing (7 studies). This suggests that 
deep learning is the most preferred method for detecting 
sugarcane pests and diseases, while other techniques play 
supportive roles. Table 1 represents a comparative study of 
sugarcane's pest and disease detection algorithms. Deep 
learning methods, such as CNNs and YOLO, perform 

exceedingly well due to automatic feature extraction and near-
real-time monitoring; however, they are very demanding 
regarding computational power and data requirements. 
Machine learning techniques, such as SVM and Random 
Forest, learn to become predictive by looking for patterns but 
are often considered unreliable due to overfitting and 
sensitivity to noise. Image processing and feature extraction 
techniques, like filtering and segmentation, are geared toward  
image enhancement or image analysis to determine the fine 
mapping of damage and depend on manually chosen features 
that require expertise in the domain. Hybrid Approaches 
capitalize on the strengths of multiple methods to increase 
performance but present a challenge in orchestrating the 
different components. These applications can be made in pest 
classification, symptom detection, and the automated 
evaluation of diseases. 
 
Table 2 covers significant characteristics of the dataset that 
impact the detection of pest and disease models. Class 
distribution ensures that data values remain balanced and do 
not introduce any bias in the model. The resolution and quality 
of the images affect the accuracy of detections, particularly 
those involving early-stage symptoms. Variability in 
environmental conditions, sugarcane varieties, and imaging 
conditions enhance model generalization, while less variability 
may result in model overfitting. Annotation quality (accuracy) 
must also be ensured since erroneous or vague labeling may 
confuse the model and impact its reliability. Finally, the 
dataset size is another vital factor since a well-performing 
deep learning model requires an adequate dataset with 
numerous observations to learn specific complex patterns well. 
In contrast, a small dataset may lead to over fitting. Therefore, 
data preparation and reporting are critical for robust and 
accurate detection system development. Therefore, it could be 
said that Figure 3 defines all the evaluation metrics employed 
in assessing the models for detecting pests and diseases on 
sugarcane. There are ratings, from 1 to 10, conceptualizing 
various strengths and weaknesses of model performance. 
Accuracy gained the maximum score of 9, which suggests that 
the model is good at discerning pests and diseases correctly; 
Precision (8) and Recall (8) demonstrate equal ability to limit 
false positives as much as possible while thoroughly 
uncovering actual cases; the F1-score (8.5) indicates that it is 
pretty good in classifying tasks altogether. Computation Time 
(6) indicates that the model should be optimized for a real-
time application. Lastly, Robustness at seven shows moderate 
resistance to variations but moderate sensitivity to image 
quality and other factors; thus, this analysis identified 
significant strengths and weaknesses of the sugarcane disease 
detection models. 
 
The dataset size with algorithmic efficiency for pest and 
disease detection models in sugarcane is depicted in Figure 4. 
Accuracy significantly improves as the dataset size increases, 
which reveals the advantage of larger training sets. However, 
beyond a specific threshold (at approximately 200,000 
images), improvements in accuracy begin to decrease, 
revealing a trend of diminishing returns. This implies that 
while increasing dataset size is vital to improved modeling 
performance, other factors such as model architecture, feature 
engineering, and data quality become preeminent once enough 
data is available. As noted from the graph, one must also 
remember that increasing the dataset size should not  
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Figure 2. Trends and Algorithm Usage in Sugarcane Pest and Disease Detection Studies (2020

Table 1. Comparison of Algorithmic Approach

Table 2. Dataset Characteristics and Their Impact on Detection Models

CATEGORY
DEEP LEARNING   
(CNN, RESNET, 
EFFICIENTNET, YOLO, 
FASTER R-CNN, MASK 
R-CNN, U NET)
MACHINE LEARNING ( 
SVM, RANDOM 
FOREST, K-NN, 
LOGISTIC 
REGRESSION)
IMAGE PROCESSING 
AND FEATURE 
EXTRACTION ( 
FILTERING, 
SEGMENTATION)
HYBRID APPROACHES 
(COMBINATION)

DATASET CHARACTERISTICS
Class Distribution 
(Balance)

The number of images representing 
each pest/disease class and the 
healthy class.

Image Resolution 
& Quality

The pixel dimensions of the images and 
their overall visual clarity (e.g., 
sharpness, noise levels, lighting).

Variability 
(Diversity)

The range of conditions under which 
the images were captured, including 
sugarcane variety, growth stage, 
environmental conditions (lighting, 
weather), camera angles, and 
symptom presentation.

Annotation 
Quality (Accuracy)

The correctness and precision of the 
labels assigned to each image (i.e., 
whether the identified pest/disease is 
accurate) and, if bounding boxes are 
used, the tightness and accuracy of 
those boxes around the affected 
regions.

Dataset Size The total number of images in the 
dataset
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Table 1. Comparison of Algorithmic Approaches for Sugarcane Pest and Disease Detection
 

 

Table 2. Dataset Characteristics and Their Impact on Detection Models
 

KEY FEATURES LIMITATIONS APPLICATIONS
Automatic Feature 
Extraction,Hierarchical 
Representation Learning,  End-
to-End Learning

Data Hungry Algorithms, 
Computationally Very 
Intensive, Black Box 
Nature

High-Accuracy 
Diagnostics, Real-Time 
Monitoring, utomated 
Severity Scoring

Pattern-Based Prediction, 
Data-Driven Improvement, 
Algorithmic Learning Process

Requires Feature 
Engineering, Sensitive To 
Noise, Overfitting 
Simpler Models

Automated Pest 
Classification, 
Predictive Outbreak 
Modeling, Optimized 
Treatment Strategies

Enhancement and 
Restoration, Segmentation 
and Analysis, Informative 
Feature Representation

Domain-Specific 
Expertise, Manual 
Feature Selection, 
Struggles With Variations

Automated Symptom 
Detection, Precise 
Damage Mapping, Non-
Destructive Analysis

Combining Complementary 
Strengths, Overcoming 
Individual Limitations, 
Improved Overall 
Performance

Increased Complexity 
Management, Balancing 
Component 
Contributions

Early Disease 
Prediction, Enhanced 
Pest Identification, 
Robust Damage 
Assessment

CHARACTERISTICS OBSERVATION
The number of images representing 
each pest/disease class and the 

A balanced dataset (similar number of images per class) 
generally leads to better model performance, preventing bias 
towards the majority class. Imbalance can cause models to 
underperform on minority classes (rare diseases or pests). 
Techniques like data augmentation or weighted loss functions 
are often needed to address imbalance. If you observe a 
significant imbalance, report the class distribution clearly.

The pixel dimensions of the images and 
their overall visual clarity (e.g., 
sharpness, noise levels, lighting).

Higher resolution images can capture finer details, potentially 
improving detection accuracy, especially for early-stage 
symptoms. Poor image quality (blur, shadows, overexposure) 
can hinder feature extraction and reduce model performance. 
Standardizing image resolution and quality across the dataset is 
crucial. Note the range of resolutions and typical quality issues 
observed.

The range of conditions under which 
the images were captured, including 
sugarcane variety, growth stage, 
environmental conditions (lighting, 
weather), camera angles, and 
symptom presentation.

A diverse dataset that captures a wide range of variations will 
result in a more robust and generalizable model. Limited 
variability can lead to overfitting to specific conditions. 
Document the different varieties, locations, and conditions 
represented in the dataset. If possible, quantify the variability 
(e.g., range of lighting levels).

The correctness and precision of the 
labels assigned to each image (i.e., 
whether the identified pest/disease is 
accurate) and, if bounding boxes are 
used, the tightness and accuracy of 
those boxes around the affected 

 Inaccurate or imprecise annotations directly impact model 
performance. Noisy labels can confuse the learning process and 
reduce accuracy. It's important to assess the quality of 
annotations (e.g., by having multiple experts review a subset of 
the data). Report any known issues with annotation accuracy.

The total number of images in the Deep learning models, in particular, often require large datasets 
to learn complex patterns effectively. A small dataset can lead 
to overfitting, where the model performs well on the training 
data but poorly on unseen data. Report the total number of 
images and how they are split into training, validation, and test 
sets. Mention if the dataset size is a potential limitation.
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Diagnostics, Real-Time 
Monitoring, utomated 
Severity Scoring

Automated Pest 

Predictive Outbreak 
Modeling, Optimized 
Treatment Strategies

Automated Symptom 
Detection, Precise 
Damage Mapping, Non-
Destructive Analysis

Prediction, Enhanced 
Pest Identification, 
Robust Damage 

A balanced dataset (similar number of images per class) 
generally leads to better model performance, preventing bias 
towards the majority class. Imbalance can cause models to 
underperform on minority classes (rare diseases or pests). 
Techniques like data augmentation or weighted loss functions 
are often needed to address imbalance. If you observe a 
significant imbalance, report the class distribution clearly.
Higher resolution images can capture finer details, potentially 
improving detection accuracy, especially for early-stage 
symptoms. Poor image quality (blur, shadows, overexposure) 
can hinder feature extraction and reduce model performance. 
Standardizing image resolution and quality across the dataset is 
crucial. Note the range of resolutions and typical quality issues 

A diverse dataset that captures a wide range of variations will 
result in a more robust and generalizable model. Limited 
variability can lead to overfitting to specific conditions. 
Document the different varieties, locations, and conditions 
represented in the dataset. If possible, quantify the variability 

 Inaccurate or imprecise annotations directly impact model 
performance. Noisy labels can confuse the learning process and 
reduce accuracy. It's important to assess the quality of 
annotations (e.g., by having multiple experts review a subset of 
the data). Report any known issues with annotation accuracy.

Deep learning models, in particular, often require large datasets 
to learn complex patterns effectively. A small dataset can lead 
to overfitting, where the model performs well on the training 
data but poorly on unseen data. Report the total number of 
images and how they are split into training, validation, and test 
sets. Mention if the dataset size is a potential limitation.
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Figure 3. Evaluation Metrics for Sugarcane Pest and Diseases 
Detection Model 

 

 
 

Figure 4. Relationship Between Dataset Size and Algorithm 
Accuracy 

 
compromise computational efficiency for maximum 
performance. The sugarcane pest and disease detection study 
evaluates various algorithms, such as Deep Learning 
algorithms (CNN, ResNet, YOLO), Machine Learning 
algorithms (SVM, Random Forest, K-NN), Image Processing 
algorithms, and Hybrid approaches. The working principle of 
deep learning techniques gives them high accuracy, thanks to 
automatic feature extraction and hierarchical learning, so they 
are amenable to real-time monitoring and scoring of severity. 
Machine-learning models classify pests and predict their 
outbreaks efficiently, but they entail a lot of feature 
engineering. Image processing techniques such as filtering and 
segmentation enhance and precisely analyze features for 
damage mapping. Hybrid approaches capitalize on several 
techniques and, thus, enhance the Robustness of the entire 
model. The trend line in research demonstrates an ever-
increasing number of studies from 2020 to 2024, indicating 
increasing interest and advancements in this area.  Accuracy, 
precision, Recall, F1 score, computation time, and Robustness 
are evaluation metrics that bring out the trade-off between 
accuracy and computational efficiency. The dataset size has to 
do with model performance. Model performance exhibits early 
growth with an increase in the dataset size, whereas, beyond a 
specific threshold size, a further increase in dataset size avows 
almost no improvement. The log scale graph of dataset size vs. 
accuracy shows that enhancing the data will increase the 
accuracy; however, other factors, such as the optimization of 
the model and the diversity of data, become more important in 
higher scales. This study emphasizes a middle ground between 

the dataset's quality, the model's complexity, and 
computational efficiency to develop effective and scalable 
sugarcane pest and disease detection systems. 
 

CONCLUSION 
 

Detection of pest and disease agents on sugarcane has gathered 
momentum using deep learning, machine learning, image 
processing, and hybrid approaches. Deep learning 
applications, especially CNN-based architectures, have 
effectively realized superior accuracy and automated feature 
extraction for real-time monitoring and severity assessment. 
Machine learning techniques have efficient classification and 
predictive modeling, but they are often substantiated by 
manually extracting features. Image processing methods 
enhance accuracy in damage analysis. At the same time, a 
hybrid obtains performance improvement by integrating 
multiple techniques—the flourishing of papers emerging from 
2020 to 2024 shows growing interest and technological 
advancement in this domain. Evaluation of the performance 
indicates that though larger datasets are beneficial, beyond a 
threshold, the advantages level off. This indicates that the 
model's quality, diversity, and optimization are as important as 
the dataset size. Thus, balancing accuracy, computation time, 
and Robustness emerges as a sustainable challenge that will 
require further refinements in algorithms and standardization 
of datasets. Looking forward, advancing reliable and scaled-up 
pest and disease detection systems for sugarcane farming will 
depend on further integrating a more sophisticated deep 
learning model, enhanced diversity in the dataset used, and 
improved efficiency computation. 
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